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Wonil Roh, Ph.D. 
VP, Head of Product Strategy, Networks Business, 
Samsung Electronics



56
Operators

32
Countries

in

Have Activated One or More 5G Sites
within Their Live Commercial Networks

(Source : Evolution from LTE to 5G, GSA, as of Aug. 2019)

5G is Being Deployed Faster than Many Expected



USA
5G Fixed Service Commercial
Oct. 2018

5G Mobile Commercial
Apr. 2019

Korea
5G Mobile Commercial
Apr. 2019

Commercial

Commercial in 2020

Japan
5G Mobile Commercial
Mar. 2020

5G Auction Coming Soon

India
5G Auction

Q4 2019 ~ Q1 2020

USA & Korea Leading the Pack



Low Band Refarming
to 5G
Low-Band

5G Mobile
Commercial
mmWave

5G Mobile
Commercial
Mid-Band

5G Fixed Broadband
Commercial
mmWave

Oct. 2018

Apr. 2019

Jun. 2019

Future

USA, a Pioneer in 5G



Through Cooperation with Three USA Carriers

mmWavemmWave mmWaveMid-Band

Samsung, Leading USA into 5G Commercialization



(Source : Ministry of Science and ICT, Korea)

Korea, Skyrocketing 5G Subscribers

Sep.25, 2019

3.4Million

Sep. 9Jun. 10 Aug. 6

Commercial
Launch

2 Months 4 Months 5 Months~

Apr. 5

2
Million

3
Million

1
Million 5G

Subscribers



(Source : Ministry of Science and ICT, Korea, Samsung Market Intelligence)

Korea, The World’s Most Extensive 5G Rollout

Nationwide

85 Cities (Urban)

230,000 Radios Est.

180,000 Radios

85 Cities (Complete)

750,000 Radios Est.

Sep. 2019

EOY 2019

EOY 2021



5G Radios 5G Core

By Meeting Customers Requirements and Speedy Delivery of 5G RAN & Core
Samsung, Largest Share of 5G Network Solutions in Korea



FPGA Commercial Development Since September 2017

mmWaveLow/Mid-band

For New Bands, New Types of Products
5G Collaboration to Success 



Future Cooperation with Versal ACAP
A State-of-the-Art 5G Through Close Collaboration

Best-in-class 5G ProductsState-of-the-art Xilinx Products

Adaptable
Intelligent Engine

Highly
Integrated SoC

Low Latency&
High Throughput

AI

Compact & Light High Performance Low Power
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Device Category

MPSoC

Platform Transformation – Hardware



SoC

RFSoC

MPSoC

Continuing 
Transformation

Platform Transformation – Hardware





AutomotiveData Center 5G

Major Growth Drivers



ISV EcosystemAlveo Ecosystem

85

725

5815

Accelerator Program

Published  Apps

Companies and Academia
FINANCIAL VIDEO

LIFE 
SCIENCES

MACHINE LEARNING

ANALYTICS
On-premiseFPGA as a 

Service

VARs

DistributorsOEM Partners

Data Center Ecosystem Growth
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Gadi Hutt
Senior Director, 
Amazon Web Services

Vin Sharma
Head of Engineering, 
Amazon Web Services



AWS Recognized as a 
Cloud Leader for the 9th

Consecutive Year

Gartner, Magic Quadrant for Cloud Infrastructure as a Service, Worldwide, Raj Bala, Bob Gill, Dennis Smith, David Wright, July 2019. ID G00365830. Gartner does not endorse any vendor, product or service depicted in its research publications, and does not advise technology users to select only those vendors with the highest ratings. Gartner 
research publications consist of the opinions of Gartner's research organization and should not be construed as statements of fact. Gartner disclaims all warranties, expressed or implied, with respect to this research, including any warranties of merchantability or fitness for a particular purpose. The Gartner logo is a trademark and service mark of 

Gartner, Inc., and/or its affiliates, and is used herein with permission. All rights reserved.



EC2 F1
EC2 F1

EC2 F1

EC2 F1
EC2 F1

EC2 F1

EC2 F1

EC2 F1

EC2 F1 is Available in Canada
(Central) AWS Region

AWS FPGAs at a Global Scale



Amazon EC2 F1
Virtual FPGA instances 

in the cloud

AWS Batch
Scale your HPC 

workloads to thousands 
of compute nodes

Low cost, highly scalable 
cloud object storage 
with 99.999999999% 

durability 

Amazon S3

AstraZeneca are Raising the Bar Running
Their Genome Sequencing Pipeline on AWS

100,000 Genomes in 100 hours
2 Million Genomes planned



Trend Micro Network Security Powered by EC2 F1

EC2 F1 Enables Consistent Network Security

Predictable Network & Application Performance

Unparalleled Efficiency & Operational Simplicity



HPC Video & Imaging Data  Analytics Fintech Security

Tools & Services

Now Part of Xilinx

AWS Hosts the 
Largest Amount
Of FPGA Apps 
in the Cloud



More Machine Learning Happens on AWS Than Anywhere Else
Tens of Thousands of Customers

of TensorFlow projects in 
the cloud run on AWS85%

of deep learning in the 
cloud runs on AWS81%



Build, Train, & Deploy ML Models at Scale
Amazon SageMaker



Models that are Accurate 
Tend to be Big and Slow
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Performance

Problem: Not All Models are Skinny



Models are chained to 
the framework in which 

they were trainedFramework

M
Framework Size

MXNet 450 MB
TensorFlow 660 MB

PyTorch 1000 MB

Build, Train, & Deploy ML Models at Scale
Problem: Not All Models are Liberated



Neo

Model Optimization as a Service

Parses
Model

Optimizes 
Tensors

Generates
Code

Optimizes
Graph

Dispatches
Model

Partitions
Graph

Problem: Not Every Path is a Catwalk

Neo Provides Compact Runtime



A smart city is a safe and efficient city, that empowers and informs citizens

Problem: Not Every Path is a Catwalk

Kutleng Engineering 
Technologies delivers a new 
line of security cameras 
with AWS IoT Greengrass and 
Amazon SageMaker Neo on 
Xilinx 

Amazon SageMaker NEO Security Camera

License Plate Recognition

Infrastructure Monitoring

Traffic Monitoring

Crime Prevention

Retail Analytics



Thank You



Video Transcoding for VP9 Live Stream

Frames per second

1x

30x

CPU

Performance
90x

1x CPU

Genomic Data Analytics

Performance/$
100x

1x
20x GPU

Real-time ML Inference

FPGA

FPGA

FPGA

CPU

CPUNetwork

Traditional Computing

NIC

Compute
Acceleration

Xilinx Accelerated Computing

PCIe

CPUNetwork NIC

Storage

Storage

Xilinx in Compute Acceleration



Compute
Acceleration

1x

4x

7x

13x
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QUERY PERFORMANCE

None 1           2            4

CPU acceleration: 1.5x

Packet processing
throughput: 3-6X

Server: Dual Socket Xeon E5-2697 (24 Cores)
– Data-Plane: ~20 Mpps
– # Cores Used: 10

Server + FPGA (VU9P)
– Data-Plane: ~100 Mpps
– # Cores Used: 2

SmartNIC

PCIe

CPU
Network

SSD

NIC

# FPGA Accelerations

Compute
Acceleration

PCIe

CPU
Network

SSD

Xilinx Storage & Network Acceleration



CPUs with SmartNIC

ACAP ACAP

ACAP ACAP

Computational Storage Compute Accelerators

SSD SSD

Disaggregated & Composable
Future of Data Center: Distributed Adaptive Computing



CPUs with SmartNIC

ACAP ACAP

ACAP ACAP

Computational Storage Compute Accelerators

SSD SSD

Workload 2

Compute

Compute

Compute

CPU

SSD

CPU

Workload 3

SSD

SSD

Compute

SSD

CPU

SSD

Workload 1
CPU

SSD

CPU

Compute

Disaggregated & Composable
Future of Data Center: Distributed Adaptive Computing



Low Total 
Cost of Ownership

High Performance 
with Low Latency

Customization & Rapid Innovation 
without New Silicon

CPUs with SmartNIC

ACAP ACAP

ACAP ACAP

Computational Storage Compute Accelerators

SSD SSD

Disaggregated & Composable
Future of Data Center: Distributed Adaptive Computing



Melur Raghuraman
Distinguished Engineer, 
Microsoft Azure



2.0
Million Miles
of Fiber

Data Center

Internet Exchange

Terrestrial Network

Subsea Network

Edge Node

CDN Locations

Microsoft Azure



Cray in Azure
Managed, Custom Bare-metal 
HPC or Supercomputing
On the Azure Network

High-performance VMs
Tightly Coupled
Parallel Jobs with Infiniband

Accelerator-Enabled VMs
NV—Graphic-based applications
NC—GPU Accelerated Compute
ND—Deep Learning 
NP—General Purpose FPGA

Compute-Optimized VMs
Batch Processing, Monte 
Carlo Simulations

Large Memory VMs
Large Databases

>80,000 IOPs
Premium Storage
Low Latency, High 
Throughput Apps

H N

F M

Azure Specialized Infrastructure



NP
Host VM Specifications NP10 NP20 NP40

CPU Cores 10 20 40

Local SSD Temp. Storage 0.7 TB 1.4 TB 2.8 TB

Host RAM 168 GB 336 GB 672 GB

Accelerators (U250s) 1 2 4

Alveo U250 FPGA-Accelerated VMs coming soon to 
East US, West US, Southeast Asia, and Western Europe.

Azure NP VM Family



Oil & Gas

Ship Engineering

Banking

Insurance

Chemical 
Engineering

Energy Engineering & 
Construction

Bio Science

Pharmaceutical Healthcare

OceaneeringDefense & 
Aerospace

Food & 
Beverages

Automotive Weather 
Forecasting

Academia

HPC

Graphics & 
Rendering

Fluid 
Dynamics

Crash 
Simulations

Deep 
Learning

Structural
Simulations

Molecular 
Modelling

Risk 
Simulations

Genomics

The Wide Reach of Accelerated Applications in Azure



Oil & Gas

Ship Engineering

Banking

Insurance

Chemical 
Engineering

Energy Engineering & 
Construction

Bio Science

Pharmaceutical Healthcare

OceaneeringDefense & 
Aerospace

Food & 
Beverages

Automotive Weather 
Forecasting

Academia

HPC

Graphics & 
Rendering

Fluid 
Dynamics

Crash 
Simulations

Deep 
Learning

Structural
Simulations

Molecular 
Modelling

Risk 
Simulations

Genomics

Today’s Alveo U250-Ready Products
Are Tomorrow’s Azure-Ready Solutions
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Device Category

SDSoC, Embedded 
Applications
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Acceleration

Platform Transformation - Software



Introducing Vitis Unified 
Software Platform



Heterogeneous

Edge to Cloud

Software & AI

Unified Software Platform



Framework

OpenCV
Library

BLAS
Library AI / ML Video

Transcoding PartnerFintech
Library

Analyzers DebuggersCompilers 

Vitis: Unified Software Platform





Compilers
AI optimization

LLVM

2007 Contributions2019

User Since 2001

Contributor Since 2007

Now Core to Xilinx Strategy

Runtime

Libraries

AI Models

2019

Committed to Open Source



AutomotiveData Center 5G
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Hiroki Uchiyama
Vice President, 
Hitachi Automotive Systems of the Americas



ADAS:
Stereo Camera with
Machine Learning 

APA:
Park by Memory 

Electrification:
Inverter controller 

Advanced Braking Systems

Vehicle Communication 
Gateway & AD ECU

Lithium Battery Pack And
Battery Management System

SUZUKI

SUBARU

HONDA

TOYOTA

NISSAN

FORD

GM

ISUZU

FCA

Motor 

Hitachi Products Widely Used
By Automotive OEMS



L1 L2 L2+ L3 L4 L5
Entry Mid High

Pe
rf

or
m

an
ce

ADAS
Systems &

Sensors

ADAS/Automated Driving
Domain Controller

Fully
Autonomous

Driving

SAE 
Levels

Production on the Road In Design Phase – Going to Production Future Production

Focus Areas

Innovation for Next Generation ADAS / AD Systems



Tens of TOPS of AI Inference

Proven Functional Safety

Adaptable Engine + AI Engine

• Low Latency End-to-End Processing

…and We Received the World’s First Versal Development Board!

Versal ACAP is the Key to L2+ ADAS



MIPI Camera Input

ISP

Scalar

Deep Learning: SSD-500

Visual Overlay

HDMI DIsplay

We Used Vitis… and Here’s the Demo



Thank You



Runtime Library

Frameworks

Vitis AI 
Development Kit

Vitis AI
Models

DSA

AI Quantizer AI CompilerAI Optimizer AI Profiler

LSTM MLPCNN

Empowering AI Scientists with Vitis AI



James Peng
Co-Founder & CEO,
Pony.ai



Pony.ai – A Leading Autonomous Driving (AD) 
Technology Company

Leading AD technology Ecosystem Product-ready

Most diverse urban scenarios Partnerships with OEMs, Tier 1s, 
& suppliers

Multiple robo-taxis operations
in US & China

US

CHINA



<play video>



Compute Platform Plays a Major Role in AD Performance
AD compute requirements are not your 

average compute requirements… 

Minimal to no latency

High performance + 
power efficient

…because an AD vehicle generates 
massive amounts of data

Generating up to 4TB of 
data per day per vehicle

Processing over 100 
million pixels / second…

…and over 1 million 
points of lidar point 

cloud per second 



Using Xilinx FPGA has Improved our Compute Efficiency

Latency improvement

Power consumption

Real-time accuracy

Computing task 
adaptability

CPU + GPU Solution FPGA Solution

250 W 30 W

✘ Not real-time
✘ Unpredictable latencies varying 

from hundreds to millions cycles

✓ Cycle accurate pipeline
✓ Deterministic latency at fixed 73 

cycles

✘ Poor cache hit rate ~60%
✘ Computing core utilization rate 

<10%

✓ Customized memory architecture –
100% cache hit rate

✓ Fully utilized computing core 100%

- 12x improvement



70

Without FPGA Sensor Fusion With Xilinx FPGA Sensor Fusion

✘ Sensor Fusion Output Discrepancy by Nearly ½ Car Length ✔ No Discrepancy in Sensor Fusion Output

Before vs. After Introduction of FPGA Solution
Case Study: Sensor Fusion Architecture

Side view of a vehicle 
moving in the 

opposite direction 

Relative speed: ~30 m/s

Side view of a vehicle 
moving in the 

opposite direction 

Relative speed: ~30 m/s



Using Xilinx Adaptive Compute Technology, Vitis AI will help accelerate our AI deployment



Thank You



Empowering the Future



Building the Adaptable,
Intelligent World
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